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#### Abstract

Data-limited species are often grouped into a species complex to simplify management. Commonalities between species that may indicate if species can be adequately managed as a complex include the following: shared habitat utilization (e.g., overlapping fine-scale spatial distribution), synchrony in abundance trends, consistent fishing pressure or gear susceptibility, or life history parameters resulting in similar productivity. Using non-target rockfish species in the Gulf of Alaska as a case study, we estimate spatial and temporal similarities among species to develop species complexes using the vector autoregressive spatio-temporal (VAST) model, which is a joint dynamic species distribution model. Species groupings are identified using Ward's hierarchical cluster analysis based on spatial and temporal species correlations. We then compare the spatial and temporal groupings with cluster analysis groupings that use exploitation and life history characteristics data. Based on the results, we conclude that there are some rockfish species that consistently group together, but the arrangement and number of clusters differ slightly depending on the data used. Developing species complexes for fisheries management requires a variety of analytical approaches including species distribution models and cluster analyses, and these can be applied across the full extent of available data sources.
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## Introduction

The management of non-target species, those being caught incidentally to the primary species, can be a challenge, particularly when the fisheries span a wide, heterogeneous geographic area. Non-target species typically have limited economic value, have low population densities, or are preserved as forage for other ecosystem components (e.g., Davies et al., 2009). Despite potential limited economic importance, adequate management of non-target catch is necessary to maintain individual populations and to ensure overall ecosystem health, particularly when the accumulated biomass of nontarget species exceeds the targeted species biomass or for species with high vulnerability to overfishing (e.g., Lewison et al., 2004; Piet et al., 2009; Cope et al., 2011; Rezende et al., 2019). Many non-target species have sparse life history information (e.g., age or length at maturity, maximum age), undocumented species-specific catch histories, or unknown spatial distributions. Additionally, fishery-independent surveys, if available, do not typically optimize sampling for non-target species. Yet, international fishery policies, particularly in the United States and the European Union, mandate catch limits on all exploited species, including data-limited species (e.g., Magnuson-Stevens Reauthorization Act of 2006, MSRA, 2007; Common Fisheries Policy, CFP, 2013).

One approach to comply with management requirements is to assess an assemblage of non-target species as a unit, also known as a species complex (Jiao et al., 2009). Complexes are typically designated for species caught in a multispecies fishery where adequate data or technical support are often lacking to perform single-species stock assessments, or
where gear interactions make single-species management difficult to implement (USOFR, 2009; Reuter et al., 2010). While species complexes are characterized as a group of species having similar life history characteristics, susceptibility to the fishing gear, and geographic distributions (MSRA, 2007), information is typically missing to satisfy all requirements. For example, estimates of life history values (e.g., maximum age, age-at-maturity) can be sparse for data-limited species. Although recent efforts have predicted these for all fish species using taxonomic and life-history correlations (Thorson et al., 2017; Thorson, 2020), these predictions are correlated within taxa and may not yield independent estimates for data-limited species. As a result, species are often partitioned into family or similar aggregations (DeMartini, 2019). Moreover, the fishery vulnerability and geographic overlap conditions for a complex can be difficult to address when the area of management spans a wide diversity of habitat and fishing gears. Ideally, species within a complex would demonstrate high spatial overlap and would sustain similar environmental and fishing pressures reflected by synchrony in temporal trends of abundance (Cope and Punt, 2009).

Understanding of spatio-temporal distributions of nontarget species can help to better identify appropriate stock complex groupings. Overlapping fine-scale distributions for species in a complex indicates co-existence, which can occur when it is mutually beneficial for both (or all) individuals (e.g., schooling for increased predator protection; Morse, 1977; Parrish, 1991), species' fitness levels are comparable to one another (i.e., have similar abilities for reproductive success; Chesson and Kuang, 2008), resources are not limiting

[^0](Neves et al., 2018), or habitat complexity enables a diversity of species to cohabitate (Almany, 2004). However, understanding all the drivers that promote co-existence is a challenge (Neves et al., 2018). Species belonging to a complex should fulfill similar niches in the ecosystem (i.e., niche overlap; Hutchinson, 1961), such that external forces would similarly influence the productivity and status of all species in the complex. Additionally, identifying commonality in spatial distributions can help determine the degree of similarity in harvest pressure across species. Species with similar spatial distribution are more likely to be harvested at similar rates (if they have similar susceptibility to the gear), thereby reducing the possibility of localized depletion if the complex is managed for sustainability (Jarillo et al., 2018).

A common ecological tool for identifying spatial correlations and structure of biological populations are species distribution models (SDMs), which are becoming increasingly prevalent for fisheries applications (Planque et al., 2011; Berger et al., 2017). A critical advancement in SDMs, which has allowed a more thorough understanding of species distributions given limited observed data, has been the incorporation of spatial autocorrelation (Legendre, 1993; Dormann et al., 2007). The assumptions of spatial autocorrelation (i.e., spatial covariation among locations) imply that neighboring locations are more similar than locations farther away, which enable an SDM to interpolate across space and estimate abundance for model grid cells that may not have data (Dormann et al., 2007; O'Leary et al., 2020). A wide variety of potential explanatory covariates can be incorporated into SDMs to improve performance when extrapolating density to areas where data are sparse. For instance, many SDMs incorporate abiotic factors as covariates in the model, including temperature, depth, sediment or bottom type, salinity, and spatially varying responses to regional oceanographic conditions (e.g., Nishida and Chen, 2004; Perry et al., 2005; Godefroid et al., 2019; Thorson, 2019). While abiotic factors can increase the predictive performance of presence or density estimates, there are many unknown factors that similarly influence a species' distribution. More recently, SDMs have been extended to incorporate random effects to account for unobserved or unexplained processes affecting the spatial distribution of species (Thorson et al., 2015).

Identifying co-existence or asynchrony among species can help inform spatial distributions in the same way as abiotic factors, particularly when spatial abiotic factors are unknown. Joint dynamic SDMs allow for the simultaneous estimation of spatio-temporal densities for multiple species. Incorporating species associations can be particularly useful for datalimited species due to sparse observation data. Thus, identifying and incorporating species' relationships can improve spatio-temporal extrapolations and aid in estimating species distribution (Ovaskainen and Soininen, 2011; Thorson et al., 2015; Thorson and Barnett, 2017). Modeling both spatial and temporal correlations for multiple species simultaneously can better delineate direct relationships among species' distributions and detect spatio-temporal changes in respect to biotic, abiotic, and anthropogenic factors (Godefroid et al., 2019). Joint dynamic SDMs can generate community dynamic spatio-temporal trends in addition to individual abundance indices (Thorson et al., 2016). Therefore, a single model to identify fine-scale spatial correlation along with similarities in temporal trends among multiple data-limited species can help validate species complexes.

The goal of this research is to explore a new application of joint dynamic SDMs as a tool for identifying species complexes for data-limited species. We demonstrate the approach through exploration of the spatial and temporal patterns of non-target rockfish belonging to two management sub-groups in the Gulf of Alaska: Other Rockfish and Demersal Shelf Rockfish complexes. The model accounts for unobserved spatial and temporal variation in a delta-model that estimates the unknown variables in both the encounter and positive catch given presence model components. The joint dynamic SDM model is applied to examine the spatial and temporal correlations along with overlap in distributions of the species in the non-target Gulf of Alaska rockfish complexes by modeling the species simultaneously. We then apply a clustering method to the results of the joint dynamic SDM to group species based on spatial and temporal synchrony in abundance and distribution. Finally, we compare resultant species complexes suggested by the joint dynamic SDM to species complex delineations based on harvest rates and on life history characteristics, along with recent assignments to complexes suggested by Omori et al. (2021). We show that identifying spatio-temporal correlations using joint dynamic SDMs can be a useful tool for identifying species complexes, which is a useful addition to the suite of analytical clustering approaches currently considered for identifying species complexes in data-limited situations.

## Methods

## Case study: Gulf of alaska non-target rockfish

In the Gulf of Alaska, non-target rockfishes (Sebastes spp.) are managed in two sub-groups, Other Rockfish and Demersal Shelf Rockfish complexes, depending on the management area. The Other Rockfish complex consists of over 20 nontarget rockfishes within the Gulf of Alaska with more than half that are rarely caught ( $<1 \%$ of the total Other Rockfish catch). The Demersal Shelf Rockfish complex includes seven species that are a subset of the Other Rockfish complex but are managed separately in only one of the five management areas (southeastern most management area, 650; Supplementary Material Figure SM1). For the purposes of this document, "Other Rockfish" will refer to species within both complexes in the Gulf of Alaska. Members of the Other Rockfish complexes vary widely in their distribution and habitat preference, with many being at the northern limits of their distribution in the Gulf of Alaska, which typically span the U.S. West Coast from Southern California to Alaska (Love et al., 2002). Rockfish tend to be found near the benthic substrate in a variety of habitats including high relief rocks, reefs, and boulders, to low relief rocky substrate and mudflats (Johnson et al., 2003; Conrath et al., 2019). The Other Rockfish species are typically found in depths ranging from 100 to 275 m but can be found at depths up to 800 m (Love et al., 2002). Rockfish species generally have late-maturity, are long-lived, and bear live young (Love et al., 2002; Beyer et al., 2015). These low productivity characteristics tend to place rockfish into a high vulnerability category, requiring careful management (Cope et al., 2011; Ormseth and Spencer, 2011).

The Other Rockfish species are incidentally caught in trawl and longline groundfish fisheries. Around $46 \%$ of these nontargeted species are discarded (Tribuzio and Echave, 2019) due to their low economic value (B. Fissel, AFSC, pers. comm.), relative smaller body size compared to other rockfish

Table 1. List of non-target rockfish species (Sebastes spp.) included in the multispecies VAST model, including the current complex assignment (OR= Other Rockfish, DSR = Demersal Shelf Rockfish in area 650 and is in the OR complex in all other management areas), the associated total number of trawl survey tows with a non-zero catch (i.e., encounters) and the total biomass from the bottom trawl survey catch for all years combined for each species.

| Common Name | Scientific Name (Sebastes) | Complex Designation | Encounters | Total Biomass (kg) |
| :--- | :--- | :---: | :---: | :---: |
| canary | S. pinniger | DSR | 72 |  |
| harlequin | S. variegatus | OR | 886 |  |
| redbanded | S. babcocki | OR | 1,256 |  |
| redstripe | S. proriger | OR | 369 | 22,135 |
| sharpchin | S. zacentrus | OR | 6,270 |  |
| silvergray | S. brevispinis | OR | 881 | 19,913 |
| yelloweye | S. ruberrimus | DSR | 815 | 36,719 |
| yellowmouth | S. reedi | OR | 304 | 34,266 |
| yellowtail | S. flavidus | OR | 54 | 2,034 |

species, and low catch rates. Most of the species in the Other Rockfish complex are caught in the Gulf of Alaska trawl fisheries, while a subgroup of rockfish is primarily caught by longline gear fisheries in rocky, high-relief habitats (Tribuzio and Echave, 2019).

## Gulf of alaska fishery-independent trawl survey dataset

For our analyses, we use the National Marine Fisheries Service (NMFS) bottom trawl survey because this fishery-independent survey represents the most long-running and spatially extensive source of data on all Other Rockfish species. The NMFS trawl survey is also currently used as the basis of the Gulf of Alaska Other Rockfish complex stock assessment and management advice (Tribuzio and Echave, 2019). The NMFS bottom trawl survey, further referred to as the 'trawl survey', has collected species-specific data for the Other Rockfish species, including weights of each species caught per tow, since 1984; the Gulf of Alaska was surveyed on a triennial rotation from 1984 to 1996, followed by a biennial time scale from 1999 to the present (von Szalay and Raring, 2018). We include years from 1984 to 2019, which totals 16 surveyed years. The survey is conducted from May through August and follows a stratified random sampling design with, on average, 725 tows per year (Supplementary Material Figure SM1). The bottom trawl survey reaches depths up to 900 m depending on the year. Each tow covers on average $0.032 \mathrm{~km}^{2}$ swept per tow. Species-specific data are entered as biomass caught per tow with area swept as an offset. Due to the extreme rarity of some bycatch species in the Other Rockfish complex, we demonstrate our modeling approach using a subset of nine rockfish with the requirements that each chosen species make up more than $1 \%$ of the total catch biomass in the survey over the entire time series (Table 1). These nine species have been consistently identified to species level throughout the time series.

## Model structure

We implement a joint dynamic SDM that applies spatial dynamic factor analysis to identify spatial and temporal commonality among the Other Rockfish species. More specifically, we applied the Vector Autoregressive Spatio-Temporal (VAST) model version 3.4.0 (downloaded from https://github .com/James-Thorson-NOAA/VAST) developed by Thorson et al. $(2015,2016)$ to account for latent spatial and temporal variation. VAST estimates the latent (i.e., unknown) variables as "factors", and allows locations to be spatially autocorrelated and years to be independent, random, or correlated with
previous time steps. This joint dynamic SDM framework allows flexibility of delta-model variants, which separates the catch into two parts: encounter probability and catch probability given presence.

We apply a Poisson-link delta-gamma model (Thorson, 2018; Thorson et al., 2021) to estimate the biomass-density of each species at every location in each year. The model estimates two linear predictors for every grid cell $g$ that are used to map densities and predict total abundance across the domain of the survey. The first linear predictor, $p_{1}$, is transformed using a complementary log-log link to predict encounter probability $r_{1}$, while the second, $p_{2}$, is transformed to positive catch rate $r_{2}$ such that expected density $\mathbb{E}(B)=a \times$ $\exp \left(p_{1}+p_{2}\right)=r_{1} \times r_{2}$. These "Poisson-link delta model" transformations ensure that both linear predictors have an additive effect on log-density, and we use this property in the following sections; see Thorson (2019) and Supplementary Materials SM1 for more details. Separate linear predictors are assumed for the encounter $\left(p_{1}\right)$ and positive catch $\left(p_{2}\right)$ distributions, and corresponding subscripts, 1 and 2 , are removed for brevity.

Specifically, the linear predictor $p(s, c, t)$ at the location $s$, species $c$, and year $t$ is modeled as:

$$
\begin{align*}
p(s, c, t)= & \underbrace{\mu_{\beta}(c)+\sum_{f=1}^{n_{\beta}} L_{\beta}(c, f) \beta(t, f)}_{\text {temporal variation }} \\
& +\underbrace{\sum_{f=1}^{n_{\omega}} L_{\omega}(c, f) \omega(s, f)}_{\text {spatial variation }} \tag{1}
\end{align*}
$$

Here $\mu_{\beta}$ is an intercept parameter for each species. The temporal variation is represented by $\beta(t, f)$ for each year and factor, $f$ (latent variable), with the associated loadings matrix denoted as $\mathrm{L}_{\beta}$ containing elements $L_{\beta}(c, f)$. The values in this loadings matrix represent the linear association between each species $c$ and each factor $f$, such that the loadings matrix $\mathrm{L}_{\beta}$ times its transpose is equal to the covariance among species resulting from those factors. For identifiability we specify that the upper-triangle elements of each loadings matrix are fixed at 0 (Zuur et al., 2003), and then subsequently rotate the matrix prior to interpretation (as discussed in detail later).

Here, the temporal variation follows a random walk:

$$
\beta(t, f)=\left\{\begin{array}{cl}
\delta(t, f) & \text { if } t=t_{\min }  \tag{2}\\
\beta(t-1, f)+\delta(t, f) & \text { if } t>t_{\min }
\end{array}\right.
$$

where $\delta(t, f)$ follows a standard normal distribution. The $\omega(s, f)$ is the spatial variation for each location and factor,
and $L_{\omega}(c, f)$ components are the loadings matrices. We use a full rank model by defining the number of factors in the model as the total number of species, such that $n_{\beta}=n_{\omega}=n_{c}=9$, for both the temporal and spatial variation in each linear predictor.

The spatial variation $(\omega)$ is estimated as a Gaussian Markov Random Field to account for spatial autocorrelation:

$$
\begin{equation*}
\omega(s, f) \sim M V N(0, \mathbf{R}) \tag{3}
\end{equation*}
$$

where $R\left(s_{n}, \mathrm{~s}_{m}\right)=\frac{1}{2^{\nu-1} \Gamma(\nu)} \times\left(\kappa\left|d\left(s_{n}, s_{m}\right)\right|\right)^{\phi}$

$$
\begin{equation*}
\times K_{v}\left(\kappa\left|d\left(s_{n}, s_{m}\right)\right|\right) \tag{4}
\end{equation*}
$$

The spatial correlation matrix, $\mathbf{R}$, is modeled using a Matérn correlation function, which assumes that nearby locations are more correlated and the correlation decreases by distance (Thorson, 2019). In the Matérn correlation function, $v$ is the smoothness parameter, where we assume $v=1$, and $\kappa$ represents the decorrelation rate given the distance between any two locations $\left(d\left(s_{n}, s_{m}\right)\right)$.

The predicted density, $d(s, c, t)$, is estimated using a Poisson-link that assumes that areas with a higher expected encounter rate also have a higher expected biomass for each encounter. The predicted density from the Poisson-link model for each observation using the first and second linear predictors (Eq. 1) is

$$
\begin{gather*}
d(s, c, t)=r_{1}(s, c, t) \times r_{2}(s, c, t)  \tag{5}\\
\text { Where } r_{1}(s, c, t)=1-\exp \left(-a \times \exp \left(p_{1}(s, c, t)\right)\right)  \tag{6}\\
\text { and } r_{2}(s, c, t)=\frac{a \times \exp \left(p_{1}\right)}{r_{1}(s, c, t)} \times \exp \left(p_{2}(s, c, t)\right) \tag{7}
\end{gather*}
$$

The density is based on the predicted biomass (mt) per areaswept, $a\left(\mathrm{~km}^{2}\right)$, where the area-swept is included as an offset in the model in Eqs. 6 and 7. The first linear predictor is transformed to $r_{1}$ using a complementary log-log link function (Eq. 6), while both linear predictors are combined to calculate $r_{2}$. The Poisson-link delta model specifies that density is calculated as the log-linked sum of the two linear predictors, such that estimates of covariance can be combined across predictors (as described in Estimated and Derived Quantities section below).

The encounter and positive catch probabilities are modeled in the delta-gamma model to obtain the probability distribution of biomass catch as

$$
\begin{align*}
& \operatorname{Pr}(b(s, c, t)=B) \\
& \quad=\left\{\begin{array}{ll}
1-r_{1}(s, c, t) & \text { if } B=0 \\
r_{1}(s, c, t) \times \text { Gamma }\left\{B \left\lvert\, k=\frac{1}{\sigma_{c}^{2}}\right., \lambda=r_{2}(s, c, t) * \sigma_{c}^{2}\right\} & \text { if } B>0
\end{array},\right. \tag{8}
\end{align*}
$$

where the observed biomass catch data $(b(s, c, t))$ is for each location $s$, species $c$, and year $t$. The positive catch is modeled using a reparameterized gamma distribution for the probability density function, where the shape, $k$, and scale, $\lambda$, are functions of the expected catch given a presence, $r_{2}(s, c, t)$ (Eq. 7), and residual biomass sampling variation, $\sigma_{c}^{2}$, for species c (i.e., measurement error).

Model diagnostics that are used to determine model fit include the comparison of empirical distributions to simulated distribution using Quantile-Quantile (Q-Q) plots and density histograms (Supplementary Material Figures SM3 and SM4).

The Q-Q plots are generated by calculating the quantile for each positive catch relative to the gamma distribution used to fit positive catches, and then plotting these quantiles relative to a normal distribution. The Q-Q plot indicates reasonable model fit for the positive component of the delta model if the relationship between the empirical and simulated distribution follows a linear, one-to-one line.

The flexible model structure includes fixed effects ( $\sigma_{c}^{2}$, $\mu_{\beta}$ intercepts, $\left.L_{\beta}(c, f), L_{\omega}(c, f)\right)$ and random effects $(\beta(t, f)$ and $\omega(s, f)$ ). Fixed effects are estimated by maximizing the marginal likelihood while integrating across the random effects. A Laplace approximation is used to approximate the marginal likelihoods (Skaug and Fournier, 2006). To improve efficiency of estimation, VAST creates a mesh of discrete locations (i.e., knots) to represent a reduced set of locations to approximate the sampling area (Thorson et al., 2015; Supplementary Material Figure SM2). The knots are determined internally in VAST by a $k$-means cluster algorithm, which distributes the knots based on the proportionality of sampling intensity (Shelton et al., 2014; Thorson et al., 2015). We use 500 knots (estimated locations, $s$ ) and the average minimum distance between knots is 20.4 km , where the geostatistical range (i.e., distance with approximately $10 \%$ correlation) for our study is estimated to be 127.1 km for the first linear predictor and 47.1 km for the second linear predictor. VAST uses a stochastic partial differential equation (SPDE) approximation for the Gaussian Markov Random Field with a Matérn correlation function for computational efficiency (Lindgren et al., 2011) to estimate the spatial variation. VAST then uses bilinear interpolation to calculate the value of random fields at sampled locations, as well as at each of 23,329 extrapolationgrid cells, each representing a 2 nm by 2 nm area within the Gulf of Alaska. VAST is executed in Template Model Builder (TMB; Kristensen et al., 2016) and uses R statistical program ( R Core Team, 2021) as a platform to identify the maximum likelihood estimates of fixed effects. Lastly, we use Microsoft R Open 3.5.3 (https://mran.microsoft.com/) to increase computational speed via efficient and parallel computation of linear algebra. The VAST model structure is described in further detail in Thorson (2019) and the VAST code is available online (www.github.com/james-thorson-NOAA/VAST).

## Estimated and derived quantities

From the estimated parameters and values from the joint dynamic SDM, we derive quantities, such as covariance matrices and indices of abundance, to examine the temporal and spatial relationships among species. The individual covariance matrices for each linear predictor are calculated using the estimated loadings matrices where the temporal loading matrices, $\hat{L}_{\beta}(c, f)$, and spatial loading matrices, $\hat{L}_{\omega}(c, f)$, are denoted as $\hat{\mathbf{L}}_{1}$ and $\hat{\mathbf{L}}_{2}$ for the first and second linear predictor. We compute a single, joint covariance matrix, $\hat{\mathbf{V}}_{\text {total }}$, for each model component, temporal $(\beta)$ and spatial $(\omega)$, by summing the individual covariance matrices from the first and second linear predictors as follows:

$$
\begin{equation*}
\hat{\mathbf{V}}_{\text {total }}=\hat{\mathbf{L}}_{1}^{\mathrm{T}} \hat{\mathbf{L}}_{1}+\hat{\mathbf{L}}_{2}^{\mathrm{T}} \hat{\mathbf{L}}_{2} \tag{9}
\end{equation*}
$$

The $\hat{\mathbf{V}}_{\text {total }}$ are examined to determine temporal and spatial similarities among species by examining the positive, negative, or neutral individual variance between two species $c_{1}$ and $c_{2}, \hat{v}_{\text {total }}\left(c_{1}, c_{2}\right)$ in the $\hat{\mathbf{V}}_{\text {total }}$. We calculate the combined loading matrices for the temporal and spatial model components
using a Cholesky decomposition on each $\hat{\mathbf{V}}_{\text {total }}$ in order to examine the association of species with latent factors. To improve interpretability, we rotate each combined loadings matrix such that the first and second axes (which we subsequently plot) represent the maximum possible variance in $\hat{\mathrm{V}}_{\text {total }}$. Rotations are common in factor analysis (Browne, 2001), and we specifically apply a "PCA-rotation" that is described in detail in Thorson et al. (2016). The proportion of variation explained by each linear predictor for spatial and temporal model components is calculated by dividing the sum of the eigenvalues from $\hat{\mathbf{L}}_{1}$ and $\hat{\mathbf{L}}_{2}$ by the sum of eigenvalues from both $\hat{\mathbf{L}}_{1}$ and $\hat{\mathbf{L}}_{2}$. The proportion of variation explained by each factor for each model component is calculated by dividing the eigenvalues associated with each factor by the sum of all eigenvalues in each model component.

We calculated the indices of abundance, $\hat{I}(c, t)$, for each species and each year, which are derived from estimates in the model for the Gulf of Alaska management area by summing all the locations, $n_{s}$, in the spatial grid:

$$
\begin{equation*}
\hat{I}(c, t)=\sum_{s=1}^{n_{s}}(a(s) \times \hat{d}(s, c, t)) \tag{10}
\end{equation*}
$$

where $\hat{d}(s, c, t)$ is the predicted density in $\mathrm{mt} / \mathrm{km}^{2}$ at each location and is expanded by the area at each location, $a(s)$, in $\mathrm{km}^{2}$. The derived indices of abundance are used to examine the similarities in temporal trends among species.

## Cluster analyses and comparison

We apply Ward's hierarchical clustering (Ward, 1963) on the $\hat{\mathrm{V}}_{\text {total }}$ to investigate species groupings based on the temporal and spatial relationships to compare with the PCA-rotation results. Then we compare the Ward's clustering results with clusters from life history information and fishery data to examine consistent groupings of species. The distances $\gamma\left(c_{1}, c_{2}\right)$ between each set of species, $c_{1}$ and $c_{2}$, used in the clustering method on the covariance matrices, $\hat{\mathbf{V}}_{\text {total }}$, are calculated by

$$
\begin{equation*}
\hat{\gamma}\left(c_{1}, c_{2}\right)=\sqrt{\hat{v}_{\text {total }}\left(c_{1}, c_{1}\right)+\hat{v}_{\text {total }}\left(c_{2}, c_{2}\right)-2 \hat{v}_{\text {total }}\left(c_{1}, c_{2}\right)} \tag{11}
\end{equation*}
$$

using the variance of each species, $\hat{v}_{\text {total }}\left(c_{1}, c_{1}\right)$ and $\hat{v}_{\text {total }}\left(c_{2}, c_{2}\right)$, and covariance between the two species, $\hat{v}_{\text {total }}\left(c_{1}, c_{2}\right)$. A distance matrix composed of elements $\hat{\gamma}\left(c_{1}, c_{2}\right)$ is calculated for each of the temporal and spatial component using the temporal, $\hat{\mathbf{V}}_{\beta \text { total }}$, and spatial, $\hat{\mathbf{V}}_{\omega \text { total }}$, covariance matrices. We calculate the average silhouette width to determine the optimal number of clusters using R package "factoextra" (Kassambara and Mundt, 2020), where the highest value indicates the preferred number of clusters (Rousseeuw, 1987). The average silhouette width measures the similarity of objects within the same cluster compared to other clusters (i.e., examines the mean distance between all members in one cluster against the distance between members of the other clusters).

We calculate the spatial and temporal centroids for each cluster from the Ward's analysis to compare spatial and temporal trends between clusters. The individual species and location specific spatial estimates from the first, $\hat{\omega}_{1}(c, s)$, and second, $\hat{\omega}_{2}(c, s)$, linear predictors that are derived from the spatial variation component in Eq. 1 are summed to obtain a total spatial estimate for each species at each location
$\left(\hat{\omega}_{\text {total }}(c, s)=\hat{\omega}_{1}(c, s)+\hat{\omega}_{2}(c, s)\right)$. We average the total spatial estimates of each species belonging to the cluster to obtain the average spatial value for each cluster $g, \hat{\omega}_{\text {total }}(g, s)$. Then we map the average spatial value, $\hat{\omega}_{\text {total }}(g, s)$, for each cluster to visualize the spatial pattern associated with each cluster. The temporal centroids from the Ward's clusters are calculated differently from the spatial centroids because the temporal variation follows a random walk. First, we sum the individual temporal estimates for each species and each year from the two linear predictors ( $\hat{\beta}_{1}(c, t)$ and $\hat{\beta}_{2}(c, t)$ ) derived from the temporal variation component in Eq. 1 to obtain the total temporal estimates, $\hat{\beta}_{\text {total }}(c, t)$. Then the difference between the total temporal estimates for each species for each year $\left(\Delta \hat{\beta}_{\text {total }}(c, t)=\hat{\beta}_{\text {total }}(c, t)-\hat{\beta}_{\text {total }}(c, t-1)\right)$ for $t>t_{\text {min }}$ are calculated. Next, we average the $\Delta \hat{\beta}_{\text {total }}(c, t)$ for all the species belonging to the cluster, $g$, each year to obtain a $\Delta \hat{\beta}_{\text {total }}(g, t)$ as the average temporal values for each year after $t_{\min }$. Finally, the cumulative sum of the $\Delta \hat{\beta}_{\text {total }}(g, t)$ for each cluster are calculated to transform back into the original random walk scale.

We compare the clustering results based on the spatial and temporal components of the joint dynamic SDM (i.e., VAST model) with species clusters based on life history characteristics and fisheries data (Supplementary Material Table SM2 and SM3). The comparison of life history attributes is based on values determined from a literature review of Other Rockfish species (Omori et al., 2021). The values utilized in this study are as follows: age- and length-at-maturity ( $A_{\text {mat }}$ and $L_{\text {mat }}$, respectively), maximum age observed (as a proxy for longevity, $A_{\max }$ ), and mean maximum length from the von Bertalanffy growth curve $\left(L_{\infty}\right)$. The resultant life history table is standardized (i.e., divided by its mean) to give equal weight to each life history characteristic before calculating the Euclidean distances (i.e., similarity among species). To compare similarities in harvest impacts, we calculate the annual harvest fraction for each species by dividing the total species-specific fisheries catch in the Gulf of Alaska by the estimated abundance (Eq. 10) for each year modeled in the joint dynamic SDM. The species-specific fisheries catch data is gathered from the NMFS Alaska Regional Office Catch Accounting System (Cahalan et al., 2014) using data from 2010 to 2019, representing years when robust species-specific fisheries data have been reported. Each harvest fraction is normalized by dividing by the largest harvest fraction in the dataset, followed by calculating the Euclidean distance to determine similarity among fisheries harvest fractions across species (Supplementary Material Table SM3). Finally, we apply Ward's clustering analyses to the life history and harvest fraction distance datasets to identify species clusters, using the R package "stats" (R Core Team, 2021). Dendrograms are used to compare the relationships among rockfish included in the joint dynamic SDM from the temporal and spatial covariance matrices and the life history and harvest fraction data sources. We use the average silhouette width to determine optimal number of clusters for each data source.

## Results

## Spatial overlap, correlation, and clusters

Other Rockfish have varying levels of spatial overlap. Density estimates suggest that some species are found in deep waters throughout the Gulf of Alaska (i.e., harlequin and yelloweye), while others have a gulf-wide distribution, but have
densities that are more concentrated in the southeastern Gulf of Alaska (i.e., canary, yellowtail, and yellowmouth; Figure 1). The remaining species also tend to have higher densities in the southeastern Gulf of Alaska but have a more gradual decreasing density gradient moving westward (e.g., redbanded, redstripe, sharpchin, and silvergray; Figure 1).

The majority of the spatial variation is explained in the first linear predictor, encounter probability ( $81 \%$ ). For the combined spatial component, the first three rotated factors out of nine comprise $72 \%, 9 \%$, and $7 \%$ of the total spatial variation, respectively (Supplementary Material Table SM4). Factor 1 from the combined spatial component appears to be associated with both differences between the southeastern Gulf of Alaska and other areas along with distance from land. Factor 2 demonstrates a more centralized association with the southeastern Gulf of Alaska, but no distinguishable association with distance from land throughout the remaining gulf (Figure 2). Based on the PCA rotation of the spatial factors, the rockfish separate into three groups (Figure 2, see Supplementary Material Table SM5 and Figure SM5 for Factor 3 factor loadings). Two species, canary and yellowtail, which have high concentrations in the southeastern Gulf of Alaska, clustered together and separate on the Factor 2 axis. Another group consisting of harlequin, redstripe, sharpchin, and yelloweye has a small, negative Factor 2 rotated loadings and a larger Factor 1 rotated loadings (Figure 2). The four species belonging to this group tend to have higher densities throughout more areas in the gulf (e.g., higher densities between Prince William Sound and Cook Inlet; Figure 1) compared to the other two groupings. The third group with redbanded, silvergray, and yellowmouth has small, positive Factor 2 rotated loadings (Figure 2). The species in this third group have higher density concentrations in the southeastern Gulf of Alaska, but most are also found in other areas in the gulf in lower densities (Figure 1). While all rockfish demonstrate positive spatial correlation with one another, there are varying strengths of correlation (Supplementary Material Figure SM6). For example, canary and yellowtail demonstrate strong positive spatial correlation, but have weaker correlation with the other rockfish (Supplementary Material Figure SM6). Overall, the strength of the correlations among species varied but were all positive.

Ward's clustering using the spatial covariance matrix results in similar groupings as those found in the PCA rotation from the spatial component, with three suggested groupings: 1. canary and yellowtail, 2. harlequin, yelloweye, redstripe, and sharpchin, 3. redbanded, silvergray, and yellowmouth (Figure 3a). The centroid of cluster 1 (containing canary and yellowtail) has high values in southeastern Gulf of Alaska (Figure 4). The centroid of cluster 2 (harlequin, yelloweye, redstripe, and sharpchin) is elevated farther from the land, as well as waters between Prince William Sound and Cook Inlet, and Cluster 3 (redbanded, silvergray, and yellowmouth) have a higher concentration in southeastern Gulf of Alaska with more extended densities into the eastern area (Figure 4).

## Temporal overlap, correlation, and clusters

The calculated indices of abundance do not appear to track one another over time (Figure 5), which is supported by the weak and wide range of positive temporal correlations among species (Supplementary Material Figure SM8). However, the abundance indices for many Other Rockfish at the end of the
time series are at or above their median yearly biomass indicating a relatively stable or an increase in abundance in the more recent years (Figure 5). Redbanded, silvergray, and yelloweye abundance increases throughout the survey time series, while others show higher variability (i.e., canary and sharpchin). A few species, such as redstripe, sharpchin, and silvergray have an estimated biomass almost tenfold higher than the other species included in the model (Figure 5).

The second linear predictor explains $81 \%$ of the total temporal variation, which is the variance of a random walk process, while the first linear predictor explains only $19 \%$ of the total temporal variation. The first three rotated factor loadings out of nine of the combined temporal component account for $67 \%, 16 \%$, and $12 \%$ of the total temporal variation, respectively (Supplementary Material Table SM4). Yellowtail and canary appear to separate from the other rockfish along with from one another based on Factor 1 and 2 after the PCA rotation (Figure 6; see Supplementary Material Table SM6 and Figure SM7 for Factor 3 factor loadings).

Results from Ward's clustering suggests two temporal groupings for this set of rockfish (Figure 3b). Canary and yellowtail separate into their own cluster (Cluster 1), and appear to have a decrease in temporal estimate values in the early 1990s compared to the remaining species in the other cluster (Figure 7). The average temporal values (i.e., the average yearly temporal values for the cluster on the random walk scale) of the two species cluster (Cluster 1) fluctuate more than the other cluster with seven species (Cluster 2), but both clusters appear to demonstrate a slight increase in the end of the time series where the majority of the average temporal values in the latter years are above their median value (Figure 7).

## Cluster analyses comparison

The clustering on the annual harvest fractions separated the species based on levels of exploitation, with three clusters defined by high, intermediate, and low harvest fractions (Figure 3c; Supplementary Material Table SM3). Similarly, the three clusters using the life history data are divided into low, medium, and high productivity levels (Figure 3d; Supplementary Material Table SM2), where low levels of productivity correspond to large sizes at $50 \%$ maturity and maximum length, and older ages for $50 \%$ maturity and maximum age.

There are two pairs of species that are clustered together consistently for all data types (i.e., spatial overlap, temporal synchrony, harvest fractions, and life history characteristics): (i) canary and yellowtail, and (ii) silvergray and yellowmouth (Figure 3). However, these pairs of species are differentially clustered with other rockfish in two or three clusters depending on the data source.

## Discussion

Our results using a set of non-target rockfish species indicate that fine-scale SDMs can be a useful tool to identify species complexes. In particular, joint dynamic SDMs (i.e., VAST, in this example) can help determine co-existence and correlation among data-limited species because shared information, particularly for infrequently caught species, improves the predictive powers of the model (e.g., Ovaskainen and Soininen, 2011; Pacifici et al., 2014; Thorson et al., 2015). Similarly, the application of joint dynamic SDMs can be extended to benefit cryptic species (i.e., two or more species classified as a


Figure 1. VAST estimated average density ( $\left.\mathrm{ln}\left(\mathrm{mt} / \mathrm{km}^{2}\right)\right)$ of each rockfish species across all Gulf of Alaska trawl survey years. The management areas are specified and denoted on the 'canary' panel.


Figure 2. Combined results of the two linear predictors from the spatial component ( $\omega(c, s)$ ) of the model. The left two panels represent maps of the first two factors after the PCA rotation. The right panel provides the first two factor loadings after a PCA rotation on the combined spatial covariance matrix for all species.
single species; Bickford et al., 2007) by sharing data and assessing spatial and temporal congruence. The joint dynamic SDM applied here helps improve the understanding of finescale spatial distributions as well as the detection of spatial overlap across species, especially compared to using broadscale distributions of species.

Because fine-scale joint dynamic SDMs can detect both spatial and temporal correlations among species, they can be used by managers to group species with overlapping distributions to help better understand spatial community structure. By clustering non-target species in multispecies fisheries, the application of a joint dynamic SDM can aid
managers in determining incentives or appropriate regulations to decrease the fishing pressure on areas with high densities of non-target species (e.g., Dolder et al., 2018; Stock et al., 2020). Moreover, major changes in fishing practices or large environmental perturbations can potentially be detected across the community of a species complex or may be detected early if population trajectories of particularly susceptible species rapidly alter (Pollock et al., 2014). For example, the model can help identify population shifts in the center-ofgravity (Thorson and Barnett, 2017), which will become increasingly important as more species continue to move northward (Pinsky et al., 2013). However, large differences in the


Figure 3. Ward's hierarchical clustering dendrograms from the spatial component (a), temporal component (b), harvest fraction (c), and life history (d). Box colors and line type indicate different cluster groupings with labeled cluster below, where each data type are independent from one another. Italicized species in blue and bold species in green indicate two sets of rockfish that consistently group together.


Figure 4. Average distribution of the spatial component clusters identified by the Ward's clustering results (Figure 3a, $\hat{\omega}_{\text {total }}(g, s)$ ). Values that are less than $1 \%$ of the maximum value are represented by dark gray and box colors correspond with spatial clusters from Figure 3a.
individual species' biomass in a complex can lead to one species component becoming overfished when large discrepancies in population sizes exist (PFMC, 2013). Careful consideration and evaluation when developing complexes is warranted, particularly for species, such as rockfish, that are vulnerable to overfishing (Cope et al., 2011; Ormseth and Spencer, 2011).

The results of a joint dynamic SDM applied to fisheryindependent trawl data for Gulf of Alaska rockfish species indicate that spatial factors are a key element linking these species together. The model gave evidence that the density estimates for most species is highest in the southeastern area of the Gulf of Alaska. The non-target rockfish species analyzed in this study cluster by spatial density, with three main spatial patterns: high-density concentration in only the southeastern Gulf of Alaska; high density in the eastern Gulf of Alaska but still encountered throughout the gulf; and ubiquitously distributed throughout the gulf. We did not see strong temporal correlations among species, suggesting that these rockfish demonstrate differential responses to environmental and fishing pressures. We note that no single species demonstrated a severe decrease in abundance during the time series, although harlequin decreased initially then exhibited stable biomass throughout the rest of the time series. Excluding the first few years of the survey data when there were small changes in the survey design (von Szalay and Raring, 2018) can alter the inference of the time series. If we excluded the first few years of the survey in this study, the estimated biomass for some rockfish species would be increasing, while others would appear to be stabilized. As noted, differential responses to perturbation can help stabilize a complex as a whole, which might be ideal for a group of species known for their longevity and late maturation (Love et al., 2002; Ormseth and Spencer, 2011).

There are a few species that consistently clustered together based on the spatial and temporal correlation, harvest fractions, and life history characteristics: (i) canary and yellowtail; and (ii) silvergray and yellowmouth. However, all the rockfish did not group into the same distinct clusters for all data sources. In particular, most of the rockfish grouped in similar clusters except in either the harvest fractions or life history clusters. For instance, sharpchin, harlequin, and redstripe grouped together in all, but the harvest fraction clusters, whereas redbanded moved between groupings. As suggested in Cope et al. (2011), a hierarchical, step-wise grouping method can provide a way to assign rockfish to complexes by identifying important attributes (e.g., spatio-temporal overlap) that can be first used to separate the species. Subsequently, the groups can be sub-divided utilizing other factors (e.g.,


Figure 5. VAST estimated indices of abundance (black line and points) with 95\% confidence interval (gray shading) and median estimate (dashed horizontal line) for non-target rockfish species.


Figure 6. The first two factor loadings of the temporal variation component, $\beta(c, t)$, after a PCA rotation on the combined covariance from the first and second linear predictors, where the temporal variation follows a random walk.
fishing susceptibility or productivity) rather than comparing all variables concurrently.

Omori et al. (2021) performed a more broad-scale (i.e., based on management area reporting) clustering analysis to identify Gulf of Alaska rockfish groupings, which combined several surveys and fishery catch datasets, and included a different subset of rockfish due to the additional datasets. Despite differences in methodology and included species, a handful of


Figure 7. Average temporal values $\left(\hat{\beta}_{\text {total }}(g, t)\right)$ for each cluster based on the Ward's clustering results.
the spatial groupings from the current fine-scale SDM are also identified in the broad-scale analysis. The most interesting results from the current study and those by Omori et al. (2021) regard the treatment of the Demersal Rockfish Complex managed exclusively in Gulf of Alaska management area 650. In this current study, we only included two species that belong to the Demersal Shelf Rockfish complex, canary, and yelloweye, because the remaining species in the complex are not caught in high enough numbers in the trawl survey to be modeled with a fine-scale SDM. Yet, both studies suggested that the Demersal Shelf Rockfish species should be separated from the Other Rockfish for the entirety of the Gulf of Alaska instead of only in management area 650 . Yelloweye grouped with the other non-target rockfish commonly caught in the trawl survey gear. However, yelloweye is assigned with the Demersal Shelf Rockfish because it constitutes the majority of the catch for the Demersal Shelf Rockfish group, despite being caught
and distributed Gulf-wide (Tribuzio and Echave, 2019). We suggest that yelloweye continue to be managed with the Demersal Shelf Rockfish complex, but note that the other species in the complex have a smaller habitat range. The joint dynamic SDM results suggest both fine-scale spatial and temporal differences for canary and yellowtail compared to the other species in the model. Mainly, canary and yellowtail rockfish are concentrated primarily in the southeastern Gulf of Alaska with a few other patches of higher density, whereas yelloweye was spread evenly throughout the gulf. While yellowtail consistently grouped with canary in the broad-scale clustering as well as the fine-scale model, yellowtail should be carefully examined for placement into a complex because it is not considered a Demersal Shelf Rockfish.

Future spatial and temporal relationships could likely be better detected with improvements to the fine-scale SDM by incorporating other surveys that cover a wider breadth of habitat, including untrawlable areas. The trawl survey catches select species associated with the trawlable areas, which excludes habitat with high complexity. As a result, the trawl survey does not adequately sample many of the Demersal Shelf Rockfish species and other rockfish species that are associated with complex habitat (e.g., harlequin; Rooper and Martin, 2012). Further, the trawl survey depths can be restricted such that depths greater than 500 m are not surveyed in all years. Including the NMFS fishery-independent longline survey (Siwicke et al., 2021) and the International Pacific Halibut Commission longline survey (Erikson and Ualesi, 2020), for instance, could extend the surveyed habitat to cover areas with increased sloping gradient and rocky habitats. The longline surveys sample a different community of rockfish species, including more Demersal Shelf Rockfish species. More surveyed habitat and different gear selectivity may help confirm the strength of the spatial correlations among non-target rockfish and increase the spatial estimation extent. Additionally, VAST has the ability to include habitat covariates in the model to help improve the density estimates as well as determine the amount of variation associated with the covariates. Rockfish are often associated with a mix of habitat types including high relief rocks, reefs, and crevices, to mudflats and vegetative areas (Johnson et al., 2003; Conrath et al., 2019). Adding habitat covariates, such as rocky habitat, substrate type, or depth, would help identify key attributes that influence spatial overlap of rockfish species.

Our results highlight that, when survey data are available, fine-scale SDMs can be applied to validate or construct species complexes. We demonstrate how SDMs can be used to examine both spatial and temporal similarities among species to detect fine-scale species distribution overlap and asynchronous or synchronous changes in abundance. Modeling multiple data-limited or rare species simultaneously can detect finescale, species-specific relationships. In comparison, multivariate approaches can utilize a wider variety of data, but typically at a broader spatio-temporal scale. Thus, multivariate approaches can provide a more general overview of potential species complexes. Joint dynamic SDMs can also help detect individual and community responses to environmental or anthropogenic perturbations, and can be used to predict how the complex may be impacted by future shifts in the ecosystem (Ovaskainen and Soininen, 2011). As species distributions continue to shift, fine-scale SDMs can aid in detecting changes in correlations among species and major shifts in their distributions. Modeling species in a complex
simultaneously when species-specific data are available can help scientists provide improved management advice with limited data. In the development and management of species complexes, we advise simultaneously applying both fine-scale SDMs and broad-scale multivariate modeling techniques (e.g., Omori et al., 2021), applied across the full extent of available data, to validate and/or create species complexes. Additionally, a hierarchical, step-wise structure can be used to assign species to complexes by identifying regional influential factors to separate species (Cope et al., 2011). By applying the full complement of methods, including the joint dynamic SDM approach suggested here, there is greater likelihood to detect a variety of species relationships. Similarly, strong species correlations are likely to persistently appear across multiple methods and data sources, allowing the identification and validation of more robust species complexes.
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